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Languages evolve through repeated interactions
in rich contexts, where various communicative and
non-communicative goals co-exist. The conveyed
meaning is often shaped by the local conversa-
tional context of utterances (Figure 1), as captured
by the pragmatic behavior of interlocutors, and
at the same time, words are associated with non-
contextualized meanings, as captured by lexical
semantics. While semantics and pragmatics are
widely studied, their interface and co-evolution is
largely under-explored and not well understood. In
this work we begin to address this major gap in
our understanding by asking: How can a shared
lexicon emerge from local pragmatic interactions?

To this end, we build on a framework for
information-theoretic emergent communication in
artificial agents (Tucker et al., 2022). This frame-
work is particularly relevant to our question be-
cause it integrates utility maximization, which is
a central component in well-established models of
pragmatics (Goodman and Frank, 2016; Benz and
Stevens, 2018), with general communicative con-
straints that are believed to shape human semantic
systems (Zaslavsky et al., 2018) as well as prag-
matic reasoning (Zaslavsky et al., 2020). We adjust
this framework to explicitly model the interface be-
tween semantics and pragmatics, such that agents
learn to communicate in a pragmatic setting, i.e., in
the presence of a shared conversational context, and
then we evaluate their emergent lexicon. We test
our model in a rich visual domain of naturalistic
images, and find that human-like properties of the
lexicon can emerge when agents are guided by both
context-specific utility and general communicative
pressures.

Modeling the co-evolution of semantics and
pragmatics. Our model builds on the VQ-VIB
architecture (Tucker et al., 2022), which includes
a speaker and a listener (Figure 2). The speaker
is defined by (i) a representation module (VAE)
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Figure 1: An example of an image from the Many-
Names dataset annotated with bounding boxes, illustrat-
ing how languages support both semantic categorization
and pragmatic behavior.
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Figure 2: Emergent communication model for the co-
evolution of semantics and pragmatics (see main text).
Pragmatics setting: both agents observe inputs xg, x1 as
shared context; one input is randomly selected as target
x for the speaker. Semantics setting: there is no shared
context; the speaker observes x; while z4 is masked.

that maps a referent = to a ‘mental’ representation
m, and (ii) an encoder module S that generates a
communication signal w given the speaker’s men-
tal state. The listener is defined by (i) a decoder D
that observes w and generates a reconstruction 7,
and (ii) a policy L for solving a downstream task.
In our pragmatics setting, which we used for
training, both agents observe a shared context
(0, x1), while the speaker also observes which
referent is the target ¢ and which is a distractor
d. The speaker then aims to communicate the
target z;. The listener’s task is to guess the tar-
get based on y = L(7h, (xg,z1)). Agents are
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Figure 3: Evaluation of the emergent communication systems in the ManyNames domain. (a) Average utility,
reflecting the agents’ pragmatic competence; (b) lexicon size; and (c) Normalized Information Distance (NID; Vinh
et al., 2010) between the emergent lexicon and the English naming data, measuring their (mis)-alignment.

trained by optimizing a tradeoff between expected
utility, informativeness, and complexity. Utility
U(zy,y) is defined by the (task-specific) accu-
racy of the listener’s predictions. Informativeness
and complexity are (task-agnostic) communicative
objectives, derived from the Information Bottle-
neck (IB) framework for semantic systems (Za-
slavsky et al., 2018). Informativeness is related to
the negative distortion between m; and 1, which
can be approximated by their MSE, and com-
plexity corresponds to I(m;w), which is roughly
the number of bits for communication. In prac-
tice, we optimize a bound on the mutual infor-
mation, denoted by I (see Tucker et al., 2022,
for details). Overall, the training objective is to
maximize A\yE [U (z¢,y)] — ME [||my — 1u|?] —
oI (w; my, f(I)), where the \s are non-negative
tradeoff weights that sum to 1.

In our semantics setting, which is used to eval-
uate the emergent lexicon after training, only the
target is shown to the speaker (the distractor is
masked) and then the listener reconstructs 1; based
on the speaker’s word w, without any additional
context or downstream task.

Results. We test our model on the ManyNames
dataset (Silberer et al., 2020), which provides a
rich visual domain of 25K naturalistic images (Fig-
ure 1), as well as free naming data from English
native speakers who were asked to describe with
a single word a target object highlighted with a
bounding box. We trained 457 agent pairs with dif-
ferent values of A7, A¢ and A7, by considering the
ManyNames targets, plus one distractor per image.

As shown in Figure 3, for each set of As, we
recorded three measures for evaluation, correspond-
ing to (a) the agents’ pragmatic competence, (b) the
emergent lexicon size, and (c) the alignment be-
tween the emergent lexicon and English. As
expected, none of the extremes are human-like:
Ay = 1 yields high pragmatic competence but also
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high NID, suggesting that the emergent lexicon
does not reflect a human-like semantic categoriza-
tion of the domain. A; = 1 yields lower NID but
at a cost of a huge lexicon with over 1500 unique
ws, whereas English speakers used less than 400
words. Finally, A\¢ 1 yields non-informative
communication. In between, however, there is a
range of A\s > 0, where Ay and A7 tend to be larger
than A¢, in which the emergent communication
systems have similar lexicon sizes as English, rel-
atively low NID, and high pragmatic competence.
This suggests that human-like properties of the lex-
icon may emerge from local pragmatic interactions
when agents are guided by all three terms.

Conclusions. We propose a novel approach to
studying the interface and co-evolution of seman-
tics and pragmatics, using multi-agent simulations
in unsupervised settings, guided by a tradeoff be-
tween utility, informativeness, and complexity. Our
results suggest that all three terms are crucial for
understanding language evolution. An important di-
rection for future research is to further evaluate the
structure of the emergent lexicon and explore con-
ditions in which the alignment between our agents
and human languages could be further improved.
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