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Abstract

Systems of personal pronouns (e.g.,‘you’ and ‘I’) vary widely
across languages, but at the same time not all possible systems
are attested. Linguistic theories have generally accounted for
this in terms of strong grammatical constraints, but recent ex-
perimental work challenges this view. Here, we take a novel
approach to understanding personal pronoun systems by invok-
ing a recent information-theoretic framework for semantic sys-
tems that predicts that languages efficiently compress mean-
ings into forms. We find that a test set of cross-linguistically
attested personal pronoun systems achieves near-optimal com-
pression, supporting the hypothesis that efficient compression
shapes semantic systems. Further, our best-fitting model in-
cludes an egocentric bias that favors a salient speaker repre-
sentation, accounting for a well-known typological generaliza-
tion of person systems (‘Zwicky’s Generalization’) without the
need for a hard grammatical constraint.
Keywords: person systems; pronouns; semantic typology; in-
formation theory; efficient coding

Introduction
Systems of personal pronouns, or person systems for short,
categorize entities based on their conversational role: speaker
(s), addressee (a), or non-participant others (o, i.e., entities
without an active role in the conversation). Personal pronoun
paradigms are a universal device by which languages express
these categories (Cysouw, 2003). The person category of a
given personal pronoun specifies its focal referent. For ex-
ample, the first person pronouns ‘I’ and ‘we’ have the same
focal referent (i.e., the speaker). Person distinctions also in-
teract with number; while the pronoun ‘I’ refers only to the
speaker, ‘we’ refers to a group which includes the speaker.

As in other semantic domains, like color and kinship,
pronominal paradigms vary widely across languages, but at
the same time not all attested systems are equally likely. To
see this, assume (as we will throughout) that there are three
basic person roles, s, a, and o, which interact with three num-
ber categories, exactly one, exactly two, and more than two.
Assuming a single speaker, a single addressee, but potentially
any number of others,1 the basic person roles can be com-
bined to form person referents with one or more entities (e.g.,
the inclusive meaning s+a). The resulting semantic space,

* Equal contribution.
1Following Harbour (2016), this assumption is motivated pri-

marily by the observation that no known language has a unique form
for multiple speakers or for multiple addressees (but see Bobaljik,
2008; Sonnaert, 2018).

shown in Figure 1A, has 11 referents. Figure 1B shows that
languages can express all referents using unique forms (as
in Māori); or they can feature homophony such that some
meanings are expressed by the same form (as in English); or
they can feature redundancy (as in Mandarin, where the in-
clusive meaning can be expressed by ‘zánmen’ or ‘wŏmen’).
Given this space and the possibility of homophony, there
are a whopping 678,570 logically possible paradigms (B11).
And yet very few seem to be attested across the world’s lan-
guages (Cysouw, 2003).

What characterizes the unattested systems? One possibil-
ity is that some homophony patterns are more common than
others. For example, Zwicky (1977) noted that homophony
in the expression of the inclusive meaning you and us ap-
pears to be restricted. In many languages, this meaning is
homophonous with the first person plural form (e.g., ‘we’ in
English). By contrast, in no known language is the inclusive
meaning homophonous with the second or third person form.
We refer to the common system as first-inclusive and to the
unattested systems as second- and third-inclusive respectively
(see Figure 1B).

Linguistic theories tend to account for typological regular-
ities like these by positing inviolable grammatical constraints
on possible person systems (Harbour, 2016; Harley & Ritter,
2002, inter alia). These constraints, often conceived of as re-
flecting characteristics of our language faculty, are designed
to account for existing person systems, while preventing the
derivation of systems which are believed to be unattested. For
example, Harbour (2016) accounts for Zwicky’s observa-
tion by positing a “hard-coded” asymmetry in the linguistic
representation of the speaker and addressee. However, re-
cent experimental results challenge the strong nature of these
constraints, pointing instead to the possibility that soft biases
shape person typology (Maldonado & Culbertson, 2020).

Here, we take a different approach to understanding
pronominal paradigms, using a recent information-theoretic
framework for semantic systems (Zaslavsky, Kemp, Regier,
& Tishby, 2018; Zaslavsky, 2020). This approach hypothe-
sizes that languages evolve under pressure to efficiently com-
press meanings into forms by optimizing an information-
theoretic tradeoff between the complexity and communicative
accuracy of the lexicon, known as the Information Bottleneck
principle (IB; Tishby, Pereira, & Bialek, 1999). This princi-
ple is grounded in Rate–Distortion theory (RDT; Shannon,
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Figure 1: A. The person space consists of the 11 possible referents shown in this table. Rows correspond to person distinctions:
speaker (s), addressee (a), and other (o). Columns correspond to number distinctions: exactly one, exactly two, and more than
2. B. Person systems derived from the pronominal systems of 10 well-documented languages, and two systems that are believed
to be unattested, plotted against the person space shown in A. Colors correspond to distinct pronominal forms.

1948), the branch of information theory that characterizes
efficient data compression, and has been shown to explain
cross-linguistic patterns in several semantic domains, such
as color and container naming (Zaslavsky et al., 2018; Za-
slavsky, Regier, Tishby, & Kemp, 2019a). It is also closely
related to a prominent notion of communicative efficiency
in semantic typology (Kemp, Xu, & Regier, 2018), which
is not grounded in RDT but has been applied to domains
that are qualitatively more similar to person, such as kin-
ship (Kemp & Regier, 2012), numeral systems (Xu, Liu, &
Regier, 2020), quantifiers (Steinert-Threlkeld, 2020), and in-
definite pronouns (Denic, Steinert-Threlkeld, & Szymanik,
2020). Therefore, the person domain poses an important test
case for the broader applicability of RDT to the lexicon.

To summarize: we find that a cross-linguistic test set of per-
sonal pronoun systems achieves near-optimal compression,
suggesting that these systems have indeed evolved to be effi-
cient in the RDT sense. Importantly, our model is also able to
account for Zwicky’s observation about inclusive systems, by
including a (soft) egocentric bias, i.e. a bias towards keeping
the speaker distinct, similar in spirit to inviolable constraints
proposed in the linguistics literature.

Typological sample of personal pronoun systems
To investigate personal pronoun systems in the RDT frame-
work outlined above, we first need to establish a reliable
typological sample. The largest available sample was col-
lected by Cysouw (2003), and consists of 265 individual
person marking paradigms from the world’s languages, in-
cluding both pronominal and agreement paradigms. At first
glance, this would be the obvious sample to use, however
Cysouw’s dataset is problematic for us in a number of re-
spects. First, Cysouw codes for a smaller domain than the one
in Figure 1A, one which consists of only 8 possible referents
obtained by combining four core person categories (s, s+a,
a, o) with two number categories (singular and augmented).
More importantly, Cysouw counts individual paradigms, not

languages, which means that two paradigms from the same
language can be counted as two different person systems.
Moreover, the sample was compiled with the goal of includ-
ing as many examples of rare paradigms as possible, but not
necessarily every case of commonly occurring patterns (see
Cysouw, 2003, pp.19-20), which means that the dataset is
skewed in favor of rare paradigms. For these reasons, we use
Cysouw’s dataset as a secondary source, and compile our own
dataset to use as our primary source.

The dataset we use consists of ten different person
systems, derived from the pronominal systems of Māori
(Austronesian), Tuaripi (Eleman), Mandarin (Sino-Tibetan),
Taiwanese (Sino-Tibetan), Slovenian (Indoeuropean-Slavic),
Spanish (Indoeuropean-Romance), English (Indoeuropean-
Germanic), Kalam (Trans-New Guinea), Sierra Popoluca
(Zoquean), and Slave (Athabascan). Seven of these systems
were drawn from (Cysouw, 2003), and the rest from a range
of different sources2. These languages were selected on the
basis of being both fairly well-documented and belonging to
a varied range of language families. When possible, we addi-
tionally carried out interviews with informants (native speak-
ers) to corroborate the information provided by the gram-
mars. An illustration of the resulting personal pronoun sys-
tems is given in Figure 1B. Following an analogous proce-
dure, we also generated the two unattested systems ruled out
by Zwicky’s generalization.

Theoretical framework and predictions
In what follows, we first review the theoretical framework
of Zaslavsky et al. (2018) and show how it can be applied to
the domain of personal pronouns. We then derive two com-
pression models that embody different cognitive representa-
tions of the domain, and test their ability to account for our

2Detailed systems for each language and source list ap-
pear in the Appendix: https://osf.io/3vsa5/?view only=
542fc7f8a3bb4ec8aa9b4f2755cd6910.
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Figure 2: Communication model (adapted from Zaslavsky et
al., 2018). See main text for details.

dataset of personal pronoun systems as well as Zwicky’s ob-
servation.

Communication model and theoretical bounds
The framework of Zaslavsky et al. (2018) is based on a
basic communication model (Shannon, 1948), in which a
speaker and a listener communicate about a shared domain U
(see Figure 2). In our case, U corresponds to the person space
shown in Figure 1A. Given a target t ∈ U , sampled from a
prior distribution p(t), the speaker mentally represents t with
a probability distribution mt(u) over the domain, which re-
flects uncertainty that the speaker may have, and then com-
municates it to the listener by producing a signal w using
a probabilistic encoder q(w|mt). The listener interprets w
by reconstructing from it a mental representation m̂w(u), re-
flecting their inference about the speaker’s intended meaning.
In our setting, the encoder q(w|mt) corresponds to a person
system.

Given these assumptions, optimal communication systems
are those in which the speaker and listener jointly satisfy the
IB tradeoff between minimizing complexity and maximiz-
ing accuracy. In IB, as in RDT more generally, complexity
roughly corresponds to the number of bits required for com-
munication and it is measured by the mutual information be-
tween target meanings and signals,

Iq(Mt;W ) =
∑
t,w

p(t)q(w|mt) log q(w|mt)
q(w) , (1)

where q(w) =
∑
t p(t)q(w|mt). The accuracy of the system

intuitively corresponds to the similarity between the speaker’s
and listener’s mental representations. It is measured by
Iq(W ;U), and maximizing this informational term amounts
to minimizing the expected Kullback-Leibler divergence be-
tween mt and m̂w,3

Eq[D[mt‖m̂w]] = E
p(t)

q(w|mt)

[∑
u

mt(u) log mt(u)
m̂w(u)

]
. (2)

Minimizing complexity alone yields a non-informative sys-
tem that compresses the entire domain into a single form.

3Equation (2) is negatively related to accuracy, i.e., Iq(W ;U) =
−Eq[D[mt‖m̂w]] + constant, and we take m̂w to be the optimal
Bayesian estimator (see Zaslavsky et al., 2018, for derivation).

Maximizing accuracy alone yields a highly complex system
that requires encoding the domain with a unique form for
each referent. In between, there is a range of optimal systems
that balance a tradeoff between these two competing goals by
optimizing the IB objective function:

Fβ [q] = Iq(Mt;W )−βIq(W ;U) , (3)

where the parameter β ≥ 0 controls the tradeoff. Every value
of β provides an optimal encoder qβ(w|mt), and the IB theo-
retical limit is defined by the set of optimal systems as a func-
tion of β. Zaslavsky et al. (2018) hypothesized that semantic
systems evolved under pressure to remain near this theoreti-
cal limit. If this hypothesis is true in our case, then we expect
that attested systems will achieve near-optimal tradeoffs, and
will tend to be more efficient compared to unattested systems.

To test this prediction for person systems, we need to spec-
ify two components that are required for instantiating the
communication model: the prior distribution p(t), also re-
ferred to as need distribution (Regier, Kemp, & Kay, 2015)
as it reflects the frequency with which referents are commu-
nicated; and the structure of the speaker’s mental representa-
tions, mt. Next, we discuss these two components.

Inferring patterns of communicative need
Previous work has often assumed a uniform need (e.g., Regier
et al., 2015; Gibson et al., 2017) or a non-uniform but univer-
sal need distribution (e.g., Kemp & Regier, 2012; Zaslavsky
et al., 2018). However, it seems unlikely that all the elements
of the domain are equally needed, and it has been noted that
communicative need may vary across languages (Kemp et
al., 2018). To address these challenges, we infer language-
specific need distributions from corpus frequencies using a
recent domain-general method (Zaslavsky, Kemp, Tishby, &
Regier, 2019b) based on the maximum entropy (MaxEnt)
principle. This method infers a need distribution under mini-
mal assumptions by finding the MaxEnt prior p(t) that is con-
sistent with the system and the normalized corpus frequencies
p(w) associated with its forms. Formally, this means that the
prior must satisfy

∑
t p(t)q(w|mt) = p(w) for all w.

Av. MaxEnt need distribution
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Figure 3: Inferred maximum-entropy (MaxEnt) communica-
tive need distributions for the person domain. Left: Aver-
age MaxEnt need distribution. Right: Language-specific need
distributions inferred from the CHILDES (top) and UD (bot-
tom) corpora for each language.
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We inferred corpus-based MaxEnt need distributions for
English, Spanish, and Mandarin, the three languages in
our dataset for which we have word frequency data both
from the UD Treebank corpus (Nivre et al., 2017), that is
based on written language, and from the CHILDES cor-
pus (MacWhinney, 2000), that is based on spoken language
(see Appendix). Figure 3 shows the inferred need distribu-
tions. For each language, the differences across corpora are
relatively small. In addition, while this analysis shows in-
teresting cross-language variation in the inferred needs, the
main differences appear to be in very low probabilities, which
are typically difficult to estimate, and the higher need prob-
abilities actually reveal interesting patterns that are shared
across languages. For example, in all three languages, the
singular concepts tend to have greater need probabilities, with
p(s) ≥ p(a) and p(o) ≥ p(a). This observation supports the
simplifying universal need assumption, echoing a similar ob-
servation in the case of color (Zaslavsky et al., 2019b). It
also suggests that using language-specific need distributions,
which adds a huge overhead in model complexity, may not
be necessary in order to account for cross-language variation
in this domain. Therefore, we consider here only the average
need distribution (Figure 3, left panel) and test the extent to
which it may account not only for the three languages from
which it was inferred, but for all systems in our dataset.

Domain representation
The second component we need to define is the structure
of the speaker’s mental representations of the domain. We
ground these representations in a 5-dimensional binary fea-
ture space, where the first three bits correspond to the con-
versational roles s, a, o, and the two additional bits encode
the three number distinctions. For example, s corresponds to
the feature vector (1,0,0,0,0) and a+o to (0,1,1,0,1). Fol-
lowing Regier et al. (2015), we then define the mental repre-
sentations of each target referent t ∈ U by a similarity-based
distribution, mt(u) ∝ exp(−γd(u,t)), where here we take
d(u,t) to be a weighted Hamming distance4 between the fea-
ture vectors of t and u. The free parameter γ reflects the de-
gree of speaker uncertainty. Following Eisape, Levy, Tenen-
baum, and Zaslavsky (2020), we set γ by assuming that the
memory capacity of the speaker is fixed relative to the entropy
of target referents (see Eisape et al., 2020, for more details).
By manipulating the weights of each feature, this formulation
allows us to derive precise quantitative predictions as to how
cognitive biases in the mental representation of the domain,
combined with pressure for efficient compression, can shape
person systems across languages.

Returning to Zwicky’s observation
One simple way of setting the feature weights in our model
is by treating all features equally, where the two bits for the

4The Hamming distance is a natural metric for binary vectors.
To evaluate the influence of the choice of metric, we also considered
a weighted Euclidean distance and obtained similar results.

number distinction are considered as a single feature. How-
ever, it seems unlikely that this model instantiation, which we
refer to as the unbiased model, will account for Zwicky’s ob-
servation. Most accounts of this observation posit an inherent
asymmetry between the representation of the speaker and ad-
dressee (Harbour, 2016; Harley & Ritter, 2002). Based on
experimental results suggesting that unattested inclusive sys-
tems may nevertheless be learnable, Maldonado and Culbert-
son (2020) propose that Zwicky’s observation may arise from
a soft ‘egocentric’ bias favoring a salient speaker representa-
tion. A bias of this sort, perhaps stemming from a tendency to
perceive the world as a function of our presence in it, has also
been observed in early pronoun acquisition (Charney, 1980;
Moyer, Harrigan, Hacquard, & Lidz, 2015).

Here, we aim to test this proposal by formulating an ego-
centric bias within our theoretical framework. Specifically,
we introduce such a bias to our model by increasing the rel-
ative feature weight of s in the mental representation of the
domain. We also consider a secondary asymmetry proposed
in the literature between participants (speaker and addressee)
and non-participants in the conversation (e.g., Harbour, 2016;
Harley & Ritter, 2002), which we formulate by decreasing
the relative feature weight corresponding to o. We refer
to this type of model instantiation as an egocentric model.
Grounding empirically the exact values of the feature weights
requires substantial experimental work, which we leave for
future research. Here, we set the feature weight vector to
(16,1,0.1,1), corresponding to weights for s, a, o, and num-
ber, while verifying that our results are robust within a range
of reasonable weights that satisfy these asymmetries.5

If an egocentric bias shapes person systems, in addition
to pressure for efficiency, then we expect that the egocen-
tric model would provide a better account of attested sys-
tems compared to the unbiased model. Further, the biased
model should be able to distinguish between attested and
unattested systems, such as the second- and third-inclusive
systems. Each model predicts that person systems across lan-
guages should lie near its theoretical bound, and therefore,
following Zaslavsky et al. (2018), we take as our primary
measure for evaluation the deviation from optimality attained
by actual person systems (i.e., the minimal distance from the
optimal value of (3), across all values of β).

Results
For each model instantiation (unbiased and egocentric), we
evaluated the IB theoretical limit for personal pronoun sys-
tems, defined by the set of optimal systems derived from that
model for different tradeoffs β between complexity and ac-
curacy. Additionally, we evaluated the complexity and accu-
racy tradeoffs of the attested and unattested systems of Fig-
ure 1, by treating them as encoders and plugging them into
equations (1) and (2). The results for the egocentric model

5Specifically, we got qualitatively similar results when varying
the s-weight ∈ {4,8,16,20}, the a-weight ∈ {0.75,1,1.25,1.5},
and the o-weight ∈ {0.05,0.1,0.5,0.75}.
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trast to most of their hypothetical variants (gray points) and
to the two unattested systems (black crosses).

are shown in Figure 4. It can be seen that almost all of the
attested systems lie very close the theoretical limit derived
from the egocentric model, suggesting that they achieve near-
optimal compression. The two unattested systems lie further
away from the curve, indicating that they are less efficient, at
least when an egocentric bias is at play.

These results are shown quantitatively in Figure 5 (left
panel), along with comparison to the unbiased model. All
attested systems but one (Slave, which we will discuss later),
achieve near-zero deviation from optimality with respect to
the egocentric model, and deviate more from the unbiased
model. This suggests that attested systems are more commu-
nicatively efficient in the presence of an egocentric bias. By
contrast, the unattested second-inclusive and third-inclusive
systems deviate more from optimality and are thus less effi-
cient under the egocentric model. Under the unbiased model,
however, the two unattested systems deviate less from opti-
mality and are actually predicted to be as efficient as attested
systems. Thus, as expected, the egocentric model captures
Zwicky’s observation better than the unbiased model.

To test whether the attested systems are more likely to be
near-optimal than expected by chance, we compared them to
a large set of hypothetical systems. For each attested system,
we constructed 300 hypothetical variants by randomly per-
muting the labels they assign to referents. Figure 4 shows that
these 3,000 hypothetical systems are widely spread below the
curve defining the theoretical limit of the egocentric model.
Figure 5 (right panel) shows the distribution of the efficiency
scores of these hypothetical systems for the two models. In
both models, all attested systems are more efficient than most
of their hypothetical variants, and lie at the lower tail of the
distribution (which is bounded below by zero). This suggests
that it is unlikely that the attested systems arrived at the the-
oretical limit by chance, without pressure for efficiency. We

0.0 0.5 1.0

Deviation from optimality

Egocentric

Unbiased

0.0 0.1 0.2

Deviation from optimality

Maori

Sierra Popoluca

Taiwanese

Tuaripi

Mandarin

Spanish

Slovenian

English

Kalam

Slave

2nd inclusive

3rd inclusive

Figure 5: Left: Deviation from optimality of attested and
unattested systems with respect to the egocentric model (blue
dots) and unbiased model (orange dots). Lower values cor-
respond to higher efficiency (zero is optimal). The dashed
black line shows the median efficiency of attested systems
given the egocentric model. Right: Density estimation for the
efficiency of the hypothetical variants of each language (col-
ored regions), given each model. Colored dots and the dashed
black line are the same as in the right panel.

also note that the egocentric model predicts a larger efficiency
gap between attested and hypothetical systems, lending fur-
ther support to the egocentric model.

The fact that the Slave-type system is less efficient given
the egocentric model is not particularly surprising because
this system uses the same pronominal form for groups con-
taining and excluding the speaker. However, this system is
relatively rare among the world’s languages, appearing in
roughly six languages, all within a single family (Athabas-
can). Further, it has been shown to be dispreferred by learners
in recent work using artificial language learning (Maldonado
& Culbertson, 2020). Having said that, it is worth noting that
given both models, this system is more efficient than most of
its hypothetical variants, implying that it is still non-trivially
efficient. One possibility is that this system is shaped by pres-
sure for efficient compression, but the egocentric bias is less
active for some reason.

Because the sample we use above is quite small, we test the
extent to which our results generalize to a larger set of attested
systems, namely the large typological dataset of Cysouw
(2003). As noted earlier, one limitation of this dataset is that
it documents a reduced domain with only 8 referents (col-
lapsing the middle and right columns of Figure 1A, except
s+a). We therefore adapted our models accordingly and re-
peated the same analysis as before. As with our smaller sam-
ple, we again find that the vast majority of systems in this
larger dataset are near-optimal given the egocentric model
(Figure 6A), and that the egocentric model outperforms the
unbiased model (Figure 6B) while also predicting a larger ef-
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Figure 6: Analysis of the Cysouw (2003) dataset. A. The
black curve is the theoretical limit of efficiency given the ego-
centric model, adapted for the smaller domain documented
by Cysouw. All frequent (≥ 6) systems are highly efficient,
while less efficient systems tend to be rare. B. Efficiency of
the attested systems from the Cysouw dataset. The egocentric
model (blue) achieves the best overall performance compared
to the unbiased model (orange), and to an egocentric model
with a uniform need distribution (green). C. Efficiency of hy-
pothetical variants (note that different scale compared to B).

ficiency gap between attested and hypothetical systems (Fig-
ure 6C). However, as in the case of Slave, we observe in Fig-
ure 6A a cluster of very rare systems that are inefficient under
the egocentric model. Nonetheless, given that this dataset is
heavily skewed in favor of rare paradigms, it is remarkable
that so many systems are in fact aligned with the egocentric
model. Finally, we also tested the influence of our inferred
MaxEnt need distribution by considering a variant of the ego-
centric model that is based on the uniform need distribution.
The egocentric model with uniform need performed worse
than our original egocentric model (Figure 6B), further sup-
porting the proposal that substantial patterns of communica-
tive need may be shared across unrelated languages.

Discussion
We have shown that personal pronoun systems across lan-
guages achieve near-optimal compression, replicating find-
ings in qualitatively different semantic domains (Zaslavsky
et al., 2018, 2019a), and providing converging evidence for
the idea that pressure for efficient compression may be a fun-

damental principle shaping the lexicon. Additionally, our
approach provides a formal and principled way of testing
the ability of the egocentric bias proposed by Maldonado
and Culbertson (2020) to account for Zwicky’s observa-
tion (Zwicky, 1977). Our findings support this proposal, and
suggest that personal pronoun systems may be shaped by soft,
rather than hard constraints. Under this view, pressure to
maintain efficient compression schemes drives languages to-
ward the IB theoretical limit of efficiency, which is in turn in-
fluenced by underlying cognitive mechanisms that shape our
mental representation of the world.

Our work suggests a number of avenues for further re-
search. Most obviously, our models should be tested on a
more balanced dataset of personal pronoun systems, docu-
menting the full meaning space. Beyond that, our findings
suggest the possibility that languages (or cultures) may differ
in the degree to which they are subject to an egocentric bias,
or indeed operate under other biases in the representation of
this domain. Our approach can be used to address this by
formalizing alternative biases within the same information-
theoretic framework. The language-specific analysis of com-
municative need reported above is also noteworthy, as it sug-
gests that substantial patterns of communicative need may be
shared across languages. However, this does not rule out the
possibility that the cross-linguistic variation we observed in
communicative need may be meaningful. An important di-
rection for future work is to further probe these differences.
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